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Annotatsiya: Magolada genetik algoritmlar va neyron tarmoglarning nazariy va
amaliy jihatlari yoritilgan. Genetik algoritmlar tabiiy evolyutsiyadan ilhomlangan
optimizatsiya usuli sifatida, neyron tarmoglar esa naqgshlarni tanib olish va bashorat
qilishda samarali vosita sifatida ko ‘rib chigiladi. Ushbu texnologiyalarning qiyosiy
tahlili va murakkab masalalarni hal gilishdagi qo ‘llanilishi ko ‘rsatib o ‘tilgan.

Kalit so‘zlar: Genetik algoritm, gidiruvga asoslangan optimizatsiya, moslik
funksiyasi, tanlash, crossover, mutatsiya, tabiiy evolutsiya, maxalliy maksimum.

Annotation: The article explores the theoretical and practical aspects of genetic
algorithms and neural networks. Genetic algorithms are presented as optimization
methods inspired by natural evolution, while neural networks are highlighted as effective
tools for pattern recognition and prediction. The comparative analysis of these
technologies and their application in solving complex problems are discussed.

Key words: Genetic algorithm, Search-based optimization, Fitness function,
Selection, Crossover, Mutation, Natural evolution, Local maximum.

AHHOTANUA: B cmamve paccmampuearomcs meopemuyeckue U HNpaKmuieckKue
acCneKkmbsl ceHemudeCcKux anicopunmos u H€L7p0HHblx cemeui. [ enemuueckue ajeopummbol
npeécmaeﬂeHbz KaK Memoobl onmumuzayuu, 600XHOGEHHbIE npoyeccamu I’lpupO()HOZZ
J60/1I0YUU, 6 MO 6peMi KaK HeﬁPOHHble cemu nodqepkueaiomc;z KdK 34)¢€Kmu6Hble
uUHcmpymeHmsl Ol PACNO3HABAHUSL 00pa3o08 u npocHosuposanus. Qocyxrcoaromes
de@HumeJlebld AHANIU3 DMUX MEXHON02U U UX npumeHeHue onst PEULERUA CNIOJHCHBLX
3a0au.

KuarwueBbie caoBa: [enemuueckuu ancopumm, llouck Ha ocnose onmumuzayuu,
Qyukyuss npueoonocmu, Ombop, Kpoccosep, Mymayus, I[lpupoonas s6omoyus,
Jloxkanvuwiit maxcumym.

Kirish: Genetik algoritmlar va neyron tarmoglar butunlay boshga tushunchalar bo'lib,
ular turli xil muammo,arni hal gilish uchun ishlatiladi. Ushbu magolada avval genetik
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algoritmlar va neyron tarmoglarning gisgacha umumiy Kirish so'zini keltirib

o'tamiz. Keyin bir nechta misollar yordamida har bir texnikani gachon ishlatish

kerakligi bo'yicha ba'zi ko'rsatmalarni tagdim etamiz. Oxirida esa ushbu ikki texnikani
yugori darajada tagqoslash bilan magolani yakunlaymiz.

Magola davomida, shuningdek, ushbu algoritmlarni boshga umumiy algoritmlardan
farq giladigan ba'zi gizigarli jihatlarni ham yoritamiz.

Genetik algoritmlar asoslari. Genetik algoritm — bu gidiruvga asoslangan
yondashuv bo‘lib, u Darvinning tabiiy evolyutsiya nazariyasidan ilhomlangan. Bu
algoritm tabiiy ravishda eng mos elementlarni tanlash jarayonini aks ettiradi.

Genetik algoritm ishni boshlang‘ich populyatsiyadan boshlaydi. Ushbu dastlabki
populyatsiyadan algoritm tanlash, krossover va mutatsiya gadamlarini bajarish orgali
yangi populyatsiya hosil qiladi. Algoritm kirish sifatida boshlang‘ich populyatsiyani
gabul gilib, moslik (fitness) funksiyasini tanlaydi. Moslik funksiyasi algoritmga optimal
yoki optimalga yaqgin yechim yaratishda yordam beradi.

Keyin algoritm tanlash, krossover va mutatsiya amallari orgali populyatsiyani
rivojlantiradi. Optimizatsiya cheklovlari bajarilgunga gadar bir necha populyatsiyalarni
hosil gilishda davom etadi.

Neyron tarmoglar Kirish so‘zi. Boshga tomondan, neyron tarmog bu bir gator
algoritmlardan iborat bo‘lib, ular nagshlarni aniglash va tanib olishga harakat giladi. U
inson miyasining neyron tarmog‘i qanday ishlashiga o‘xshash tarzda ishlaydi.
Algoritmlarda neyron tarmoq neyronlar tarmog‘ini bildiradi, bu yerda neyron —
ma’lumotlarni yig‘ish va tasniflash uchun ishlatiladigan matematik funksiya hisoblanadi.

Neyron tarmoq vaznlar (weights) va ko‘plab yashirin qatlamlarni o‘z ichiga olishi
mumkin:

« Foydalanuvchilar kiritgan ma’lumotlar neyron tarmoqda kirish neyron qgatlami
hosil giladi.

« Aktivatsiya funksiyasi gatlami chigishni aniglaydi. Muammoga garab, u bir yoki
undan ortiq aktivatsiya funksiyasi qatlamiga ega bo‘lishi mumkin.

o Yig‘indilar qatlami aktivatsiya funksiyasi qatlami tomonidan yaratilgan natijalarni
jamlab, ularni chiqish gatlami bo‘limida ko‘rsatadi.

Genetik algoritmlar. Biologik tizimlar yuqori darajada optimallashgan va
moslashuvchan tizimlar sifatida tanilgan. Genetik algoritmlar orgasidagi magsad
moslashuvchan va sun’iy intellektga asoslangan tizimlarni rivojlantirishdir.

Genetik algoritmlar odatda gidiruvga asoslangan optimizatsiya muammolarini hal
qilishda qo‘llaniladi. Ushbu muammolarni boshqa umumiy algoritmlar yordamida hal
qilish qiyin va ko‘p vaqt talab etadi. Optimizatsiya muammolari magsad funksiyasini

maksimal darajada oshirish yoki minimal darajada kamaytirishni talab giladi.
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Genetik algoritmning magsadi — optimizatsiya muammosiga optimal yoki
unga yaqin bo‘lgan yechimni topishdir.

Neyron tarmoglar - bu murakkab ma’lumot nagshlari va bashorat muammolarini hal
qilish va modellashtirishga qodir bo‘lgan matematik model. Neyron tarmoq algoritmlari
inson miyasining ishlashini asosiy birlik sifatida gayta yaratish va undan foydalanish
orqgali ishlab chigilgan. U inson miyasining funksiyalari va operatsiyalarini taglid gila
olish qobiliyatiga ega bo‘lganligi sababli, odam qiladigan har ganday ishni bajarishi
mumekin.

Neyron tarmoqlarning qo‘llanilishi:

1. Nagshlarni aniglash:

o Elektron pochtadagi spamlarni aniglash.

o Inson tanasida saratonni aniglash.

2. Bashorat qgilish:

o Ob-havo prognozi.

o Fond bozorini bashorat qilish.

Qachon genetik algoritmni neyron tarmoqdan ustun qo‘llash kerak - Endi
masalaning batafsil tomonlariga kiramiz va qaysi vaziyatlarda genetik algoritmni tanlash
yaxshi ekanligini tushunishga harakat gilamiz.

Genetik algoritmni qo‘llash uchun holatlar:

Genetik algoritm — gidiruvga asoslangan optimizatsiya usuli. Tasavvur gilaylik, bizda
yaxshi yechimlarning katta diskret holatlar fazosi mavjud va yagona imkoniyat — barcha
kombinatsiyalarni sinab ko‘rishdir (bu bruteforce usuli deyiladi). Bunday vaziyatda
genetik algoritm magbul darajadagi yaxshi yechimni bera oladi, lekin optimal yechim
kafolatlanmaydi.

Kompyuter fanida ko‘plab NP-Qiyin va ko‘p vaqt talab giluvchi muammolar mavjud
bo‘lib, ularni hal qilish juda qiyin. Masalan, “sayohat qiluvchi savdogar muammosi
(TSP)”ni olaylik. TSP’ning hayotiy qo‘llanishi ikki shahar o‘rtasidagi eng qisqa yo‘Ini
topishdir. Endi tasavvur qiling, odam mashinada GPS yordamida bir shahardan
boshqgasiga eng qisqa yo‘lni topmoqchi. Agar GPS optimal yo‘nalishni aniqlashda
kechiksa, bu gabul gilinmaydigan holat bo‘ladi. Bunday holatda genetik algoritm tez va
nisbatan aniq yechim olish uchun yaxshi tanlovdir.
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Genetik algoritmning afzalligi: An’anaviy hisoblash usullari bitta cho‘qqisi
bo‘lgan maqsad funksiyasi uchun yaxshi ishlaydi. Bunday usul tasodifiy
nuqtadan boshlanadi, gradient bo‘yicha harakat qiladi va cho‘qqiga yetgan zahoti
to‘xtaydi. Ammo real hayotda, masalan, ko‘p cho‘qqilar va vodiylardan iborat landshaft
muammolari mavjud. An’anaviy usullar bunday holatlarda mahalliy maksimumda (local
maxima) to‘xtab qolishi mumkin. Genetik algoritmlar esa global maksimumni topishga
godir.

Qachon neyron tarmoqni genetik algoritmdan ustun qo‘llash kerak?

Endi neyron tarmoglarni genetik algoritmlarga garaganda samarali ishlatish mumkin
bo‘lgan holatlarni ko‘rib chigamiz.

Neyron tarmoqni qo‘llash uchun holatlar:

Uzluksiz ma’lumot bilan ishlash: Agar muammo uzluksiz ma’lumotlar bilan
funksiyani taxmin gilishni talab qgilsa, neyron tarmoq eng yaxshi tanlovdir.

Tasniflash muammolari: Masalan, tasavvur giling, gattiq diskda millionlab suratlar
saglangan va ushbu suratlardan gaysi biri itga, gaysi biri mushukka tegishli ekanligini
aniglash kerak. Bu tasniflash muammosi bo‘lib, uni samarali ravishda neyron tarmoq
orgali hal gilish mumkin.

Chizigli regressiya muammolari: Tasavvur qiling, bizda ma’lum bir shahardagi
uylarning narxlari va o‘lchamlariga oid ma’lumotlar bor. Ma’lumotlarga asoslanib,
uyning o‘lchamlari berilganda uning narxini bashorat qilishimiz kerak. Bu chiziqli
regressiya muammosidir. Ushbu holatda neyron tarmog uyning narxini aniq bashorat
gilish uchun yaxshi natija bera oladi.

Xulosa:

Ushbu qo‘llanmada biz genetik algoritmlar va neyron tarmoqlar haqida suhbatlashdik.
Dastlab, ushbu texnikalarning kirish gqismi va ulardan foydalanish motivatsiyasini ko‘rib
chigdik. Keyin esa ularni qo‘llash bo‘yicha umumiy holatlar va ko‘rsatmalarni yoritib
o‘tdik.

Shuningdek, ba’zi muammolarni misol qilib keltirdik va ushbu ikki texnikani yuqori
darajada taqqoslab, o‘quvchiga ularni yaxshiroq tushunishga yordam berdik.
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