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Abstract: This study investigates the morphological and syntactic modeling of
analytical verb forms in Uzbek through morpho-syntactic tagging techniques. Analytical
constructions in Uzbek, especially auxiliary verb + participle formations, play a crucial
role in expressing aspectudlyand m nuances. The research builds a manually tagged
corpus of gf"’-: § using an extended tagset that distinguishes

cal verb forms, morpho-syntactic tagging, corpus,

Morphological complexit “in agglutinative languages such as Uzbek requires deep
linguistic modeling for accurate computational processing. In particular, analytical verb
forms — composed of a main verb and one or more auxiliary verbs — represent an
important grammatical phenomenon that impacts sen tructure and meaning. While
significant work has been done on simple verb mo ittle attention has been paid
to analytical forms in machine-readable formats. o fill this gap by
offering a novel approach to automatically recognize a S using modern
machine learning methods. Such developments are critical bek to catch up with
resource-rich languages in the field of NLP.

Uzbek language, being a member of the Turkic lan
degree of agglutinativity. Analytical verb
morphology to encode complex grammatical cat
evidentiality, or modality. For instance, constructions like *

amily, exhibits a high
ek often replace synthetic
uch as aspectual nuances,
o‘rib chiqdi”, “borib keldi”,

or “tushunib oldi” illustrate the multi-functionality of auxiliary verbs. These forms have
also been influenced by contact with other Turkic and Persian languages, resulting in
borrowing and structural convergence in analytic constructions. The challenge in
identifying and modeling these forms computationally lies in distinguishing
compositional analytical units from idiomatic or phraseological expressions. Therefore, a
fine-grained morpho-syntactic analysis is critical for achieving high-performance natural
language processing tools.
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3. Methodology

Stage Description
Data A sub-corpus of 5,000 sentences from the Uzbek National Corpus was
Collection selected containing analytical verbs.
Taggin Tags were manually assigned for tense, aspect, modality, polarity, and
g Scheme verb combination patterns.
Models CRF, BILSTM+CRF, and BERT-base models were trained using
Used annotated data.

The models
trained on

the HuggingFace Transformers library and
as performed using 10-fold cross-validation to

The tagset used in thi ch extends the traditional POS tagging framework by
integrating functional and grammatical roles of auxiliaries. Each analytical form is
annotated with tense/aspect (e.g., Progressive, Perfective, Habitual), modality (e.g.,
Necessitative, Possibility, Volition), evidentiality (e.g., Reported, Inferred), voice and
polarity, and verb sequence pattern (e.g., MV+ r+HV+HV). This level of
granularity enables more precise disambiguation ibutes to the enrichment of
low-resource linguistic resources in Uzbek.

4. Results and Evaluation

Model Accuracy Recall

CRF 87.3¢ 86.8%
BiLSTM+CRF 91.4% 90.2% 90.9%
BERT (fine-tuned) 94.7% 94.1% 93.8%

The tagging errors were mostly found in constructions involving multiple auxiliaries
(e.g., “borib keldi edi”’) or idiomatic expressions. Nevertheless, BERT-based models
showed strong generalization across various analytical patterns.

Despite the success of BERT-based models, certain types of constructions
remained difficult to classify correctly: - Discontinuous verb combinations such as
“..kelib, yana borib keldi”.- Elliptical constructions, where auxiliary components are

24




e &

European science international conference:
//' ANALYSIS OF MODERN SCIENCE AND INNOVATION ‘\

omitted but implied. - Idiomatic expressions (e.g., “ko‘z yumdi” meaning “passed away’’)
that require contextual semantic understanding beyond syntactic patterns. Future
modeling efforts could benefit from integrating semantic role labeling and dependency
parsing to enhance analytical verb recognition.

5. Application and Implications. The resulting tagger can be integrated into larger
Uzbek NLP pipelines for:

* Morphological Analysis

* Machine Translation

» Syntactic Parsing

» Voice Assistant Systems for Uzbek

Furthermore, this tagset can serve as a blueprint for other Turkic languages with
similar verb formation paté )rting cross-lingual NLP.

Corpus Exa SiC T Annotation Tools

To scale'th )l 0 annotation pipeline is under development. This
system reli sBased and ML-based architecture to pre-tag potential
analytical ¢ 2 then verified by human annotators. Additionally,

plans include expanding tr corpUs with dialectal and domain-specific texts (journalistic,
literary, medical), thereby increasing diversity and robustness of the tagger.

This research demonstrates that analytical verb forms in Uzbek can be effectively
modeled using modern tagging and deep learning technlques The annotated dataset and
models will aid in developing robust Uzbek NLP pi and can be adapted to other
Turkic languages with similar analytical structure includes expanding the
corpus size and integrating syntactic treebanks for de
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